
ChatGPT: The fundamentals



What have you seen 
about ChatGPT?
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How is this happening / 
what is happening?
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Language Models

• Probability distribution over strings of text
• Given a bunch of text (“training”) 

—> how likely is a given string?

(If you’re generating text with a language model, the model outputs the most 
probable string)



Generative Models
https://developers.google.com/machine-learning/gan/generative

• Generate new data instances (here, human-like text)
• Formally:

• Given a set of data instances X and a set of labels Y, capture the joint 
probability p(X, Y)    (or just p(X) if there are no labels)



Generation phase of a language model
In

In the

In the cardboard

In the cardboard box

In the cardboard box sleeps

In the cardboard box sleeps the

How is the 
next word 
generated?

Input: In the cardboard box sleeps the

The generative 
language model 
produces a 
piece of text

Generative language model

Generative language model

The next input: In the cardboard box 
sleeps the cat

cat
kitten
puppy
man
car
…

0.4
0.3
0.1
0.05
0.03
…
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Pre-trained Models
https://www.tensorflow.org/tutorials/images/transfer_learning

• “Saved network that was previously trained on a large dataset”
• Can be used instead of building the model again from scratch, 

or can be fine-tuned as a checkpoint



Pre-training of language models

Training example Model prediction True Continuation
Wikipedia is a free online service encyclopedia

Global warming is the long-term cooling heating
The SAT is a standardized assignment test

Model weight 
adjustments

Numerous examples 
gone through

The model getting 
better and better

The model weights are continuously adjusted during training according to the 
training data.
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Neural networks
Input / output examples

Sentiment analysis
Input The product did not work as intended.
Output Negative

Machine translation
Input Ich bin ein Student.
Output I am a student.

Object recognition
Input      Output

Cat

Black box
(neural network)

Input

Output



Common neural network architectures

Black box
(neural network)

Input

Output

Example architectures of the black box
● Feedforward neural network
● Convolutional neural network (CNN)
● Recurrent neural network (RNN)

○ Long short-term memory network (LSTM)
● Transformer (Vaswani et al., 2017)



Attention

The core of the Transformer architecture
A neural network mechanism which allows the model to focus on specific parts 
of the input during decision making
This is achieved by assigning different importance (or "weights") to different 
parts of the information being processed

The cat climbed the mannequin, causing it to topple over.

When processing “it”, more attention should be paid 
to “mannequin”, instead of “cat”.



Transformers

• Most work on Transformers is in NLP but has expanded to 
Computer Vision, multimodal processing etc.

• A lot of work still needed to understand model behavior (e.g. probing)
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Examples of Pre-trained Transformer Models

• GPT2
• GPT3

• BERT
• RoBERTa

• XLNet

• ChatGPT: a variant of GPT-3.5 specifically fine-tuned for chatbot applications 
(additional training on dialogue). Smaller and more specialized, but faster



What differentiates these models?

1. Specific architectural differences (e.g. BERT’s bidirectional attention) 
2. Number of parameters / model size

3. InstructGPT/ChatGPT use Reinforcement Learning from Human Feedback
4. Can have dialogues with humans because it is pre-training ChatGPT on a 

large-scale conversational-style dataset 



Reinforcement Learning from Human Feedback

1. Added human-generated dialogues on top of pre-trained GPT-3.5
2. Had humans rank potential model outputs

3. Using a reward model based on the humans’ ranking, fine-tuned the model 
via Proximal Policy Optimization



Section Summary

• Transformer models: large language model, broken down into encoder-decoder
• Encoder: self-attention, feedforward neural network
• Decoder: encoder-decoder attention, feedforward neural network

• Model parameters: the values that a neural network tries to optimize during training 
for the task at hand

• ChatGPT: Transformer (GPT-3.5) fine-tuned on dialogue text + RLHF



ChatGPT Limitations,
Concerns about ChatGPT 
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Environmental Impact
“A Categorical Archive of ChatGPT Failures” (Borji, 2023)

• Carbon emission generation



Plagiarism
“A Categorical Archive of ChatGPT Failures” (Borji, 2023)

• ChatGPT uses information from many sources
• Open AI is developing a new tool to help distinguish between AI-written and 

human-written text (or, can leave a “watermark”)



Transparency & Trustworthiness
“A Categorical Archive of ChatGPT Failures” (Borji, 2023)

• Lack of interpretability/explainability
A lot is unknown… but a lot is known!



Danger: Inclusion in Search Engines
• https://www.reuters.com/technology/google-ai-chatbot-bard-offers-inaccurate-information-company-ad-2023-02-08/

• As opposed to information extraction, generating output
• Potentially inaccurate information


