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Word Embeddings

7
7
7

esented words by what they co-occur with
c v /

nonly used with “hotel” and “motel”



d
-
©
3
-
o
L
)
g
©
L




Embeddings Visualized

GloVe Word Embedding (SB 300d) - Food Related Area
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Note: these are 2D projections
of the original embeddings
using principal component
analysis (PCA)

Matlab.com



Learning Semantics

walking

swimming

Male-Female Verb tense
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https://www.tensorflow.org/tutorials/representation/word2vec

Note: these are 2D or 3D projections of the original embeddings using principal component analysis (PCA)


https://www.tensorflow.org/tutorials/representation/word2vec

Learning Relationships

— “Vector differences
capture as much as
Ry possible the

.< meaning specified
R by the juxtaposition

/
{ heir

of two words”

https://nlp.stanford.edu/projects/glove/images/man woman.jpg



https://nlp.stanford.edu/projects/glove/images/man_woman.jpg

Word Embedding Today
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Learning Embedd

Lab Practicum Part 1

findSimilarWords. py


https://nlp.stanford.edu/projects/glove/

Lab Practicum Part 2:
Word Embedding Association Tests

A Stereotype Congruent (easy/fast) B Stereotype Incongruent (difficult/slow)

* From Caliskan et al., “Semantics
derived automatically from
language corpora contain
human-like biases”

* Modeled after Implicit
Association Test

 Read documentation and run
weatTest.py

e Complete Lab Practicum
Assighment

Item List:




Real-World Example:
Gender Bias in Google Translate

O bir asgl
o bir mihendis

o bir doktor

o bir hemgire
o bir temizlikgi
o bir polis

o bir asker

0 bir 6gretmen




Real-World Example:
Gender Bias in Google Translate

In Turkish, o is a gender neutral pronoun (he, she, or it)

Turkish - detected~ English~

o bir as¢i she is a cook
o bir mihendis he is an engineer
o bir doktor he is a doctor

o bir hemsire sheis a nurse

o bir temizlikgi he is a cleaner

o bir polis He-she is a police
o bir asker he is a soldier

o bir 6gretmen She's a teacher




