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Introduction
It is rare in any computational field or topic for a standard
notation to be established and followed uniformly. This
is indeed the case for teaching materials concerning the k-
means clustering algorithm. In this guide, we provide nota-
tion translations for and commentary on a select set of re-
sources instructor and students may find helpful. It is our
hope that this will enable the instructor/student to more eas-
ily gain insight from these excellent supplementary materi-
als.

Our Slides
number of data points n

data point dimensions d

data point xi, i ∈ {1, . . . , n}
number of clusters k

data point cluster number C(xi) ∈ {1, . . . , k}
centroid µj , j ∈ {1, . . . , k}
optimization function The WCSS (Within-Cluster Sum-

of-Squares) measure is
∑n

i=1

∥∥xi − µC(xi)

∥∥2.

Textbooks
The Elements of Statistical Learning
In section 14.3.6 of “The Elements of Statistical Learn-
ing” (Hastie, Tibshirani, and Friedman 2001)1, we see the
following notational differences:

number of data points N

data point dimensions p

data point xi, i ∈ {1, . . . , N}
number of clusters K

data point cluster number C(i) ∈ {1, . . . ,K}, i ∈
{1, . . . , N}

centroid x̄k and mk, k ∈ {1, . . . ,K}
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1http://statweb.stanford.edu/˜tibs/
ElemStatLearn/

optimization function Within-point scatter

W (C) =

K∑
k=1

Nk

∑
C(i)=k

‖xi − x̄k‖2,

where Nk is the number of points assigned to cluster k.

An Introduction to Statistical Learning with
Applications in R
In section 10.3.1 of “An Introduction to Statistical Learning
with Applications in R” (James et al. 2014)2, we see the fol-
lowing notational differences:

number of data points n

data point dimensions p

data point xi, i ∈ {1, . . . , n}
number of clusters K

data point cluster number

i ∈ Ck, k ∈ {1, . . . ,K},

if and only if point xi is assigned to cluster number k

centroid x̄k, k ∈ {1, . . . ,K}
optimization function Total within-cluster variation

K∑
k=1

W (Ck),

where within-cluster variation

W (C) =
1

|Ck|
∑

i,i′∈Ck

p∑
j=1

(xij − xi′j)2,

where |Ck| is the size of the kth cluster set.

Introduction to Machine Learning
In section 7.3 of “Introduction to Machine Learning” (Al-
paydin 2010), we see the following notational differences:

number of data points N

data point dimensions d

2http://www-bcf.usc.edu/˜gareth/ISL/
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data point xt, t ∈ {1, . . . , N}
number of clusters k

data point cluster number i such that bti = 1, where

bti =

{
1 if ‖xt −mi‖ = minj ‖xt −mj‖
0 otherwise

centroid mi, i ∈ {1, . . . ,K}
optimization function (not specified)

Internet Resources
Wikipedia
In Wikipedia’s “k-means clustering” article (Wikipedia
2015), we see the following notational differences:

number of data points n

data point dimensions d

data point xi or xi, i ∈ {1, . . . , n}
number of clusters k

data point cluster number i for xp ∈ S
(t)
i in iteration t

where cluster

S
(t)
i =

{
xp :

∥∥∥xp −m(t)
i

∥∥∥2 ≤ ∥∥∥xp −m(t)
j

∥∥∥2 ∀j, 1 ≤ j ≤ k}
centroid µi or mi(t) in iteration t, i ∈ {1, . . . , k}

optimization function arg minS

∑k
i=1

∑
x∈Si

‖x− µi‖2

OnMyPhd
In OnMyPhD.com’s “K-Means Clustering” arti-
cle (Conceição 2015), we see the following notational
differences:

number of data points n

data point dimensions d

data point xi, i ∈ {1, . . . , n}
number of clusters k

data point cluster number xj is in cluster i if and only if
j ∈ ci where

ci = {j : d(xj , µi) ≤ d(xj , µl), l 6= i, j = 1, . . . , n}

where d(xj , µi) is the Euclidean distance between xj and
µi.

centroid µi, i ∈ {1, . . . , k}

optimization function arg minc

∑k
i=1

∑
x∈ci
‖x− µi‖2

Commentary
number of data points All sources use n or N .

data point dimensions Statistical Learning sources use p
but all others use d.

data point All sources use vector x (bold or not) with a sub-
script indicating the index in the training set, except for
Alpaydin who uses a superscript.

number of clusters All sources use k or K.
data point cluster number Significant variation in nota-

tion exists for relating data points to cluster numbers.
These include a mapping of point to cluster num-
ber (Hastie, Tibshirani, and Friedman 2001, our slides),
clusters defined as a set of points (Wikipedia 2015), clus-
ters defined as a set of point indices (James et al. 2014;
Conceição 2015), and clusters defined by minimum dis-
tance to centroids (Alpaydin 2010). While these look dif-
ferent on the surface, these are equivalent interpretations.
It is also worth noting that all sources do not well de-
fine how one uniquely assigns a point to a cluster when
the minimum distance centroid is not unique. In practice,
breaking ties by minimum cluster index is not problem-
atic, but mathematically, this appears to be an overlooked
issue.

centroid All sources use x̄ (mean of x’s), or relate to the
mean through the use of m or µ (mu).

optimization function Here we see the greatest variation
of all. The process (beyond initialization) is uniformly
described, but different authors vary significantly in the
expression of what is minimized3. We find our expression
to be simplest, and we encourage instructors to reinforce
the simple idea of k-means clustering:
Alternate the following until no change occurs:
• Holding cluster assignments fixed, minimize WCSS by

changing centroids to cluster means.
• Holding centroids fixed, minimize WCSS by changing

cluster assignments according to closest centroids.
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